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Abstract—A novel model for optimizing antenna design is
proposed in this paper, combining the artificial neural network
(ANN) with the simulated annealing (SA). The data set to train
the ANN is obtained from the full-wave simulation software. The
trained ANN can quickly predict the electromagnetic parameters
of the antenna, and then the SA is applied to optimize the antenna
geometrical parameters to obtain the target value. In order to
verify the feasibility and effectiveness of this model, a broadband
patch antenna with slots is designed. The sizes and positions of the
slots are the input of the ANN, while the return loss of the antenna
is the output. By applying the proposed model, the broadband
patch antenna with 17.4% relative bandwidth is achieved which
proves that the proposed model is feasible.

Index Terms—Broadband patch antenna, artificial neural net-
work, simulated annealing algorithm, optimization.

I. INTRODUCTION

The study of antennas is an important topic in the field of
wireless communication, and electromagnetic simulation soft-
ware can be used to design antennas. However, such antenna
design methods usually require sufficient working experience.
The design process is not only complicated but also time-
consuming, and it is also difficult to achieve an optimal design.
With the improvement of antenna performance requirements,
the structure of the antenna becomes more complicated and
the difficulty of the design is greatly increased. Therefore,
the optimal design of the antenna is becoming more and
more important. Studies have shown that [1]-[2], antenna
optimization design can save a lot of time and energy, and
can improve design accuracy. However, a large number of
full-wave electromagnetic simulations need to be performed
during the design optimization process, which consumes a lot
of time. This is a big challenge for the optimal design of the
antenna. Therefore, it is very significant to improve the antenna
optimization speed without reducing the accuracy greatly. The
improved method needs to meet two conditions: first, it can
approximate complex nonlinear relationships more accurately;
second, it can perform a large number of calculations in a short
time.

The artificial neural network (ANN) meets these two points
exactly, so it is very suitable for solving the problem of antenna
optimization design. It trains and tests the antenna data to

ensure that the output is close to the true value. Then, the
trained ANN can be applied to replace the clectromagnetic
simulation software to simulate the antenna, which can not
only get accurate results but also speed up the antenna design
process. In [3], three machine learning methods were used
to optimize antenna design and a dual T-shaped monopole
antenna was designed to compare the advantages of these
different models and to verify the feasibility. In [4], several
antenna arrays were designed to verify the effectiveness of
a multi-level neural network model. The frequency was an
additional input parameter which would lead to increases in
the data set and training time of the neural network. A model
using the electromagnetic parameters of the antenna as the
input of the neural network and the structural parameters as
the output was proposed in [5] which can lead to a non-unique
problem, that is, one input will correspond to multiple outputs.
To solve this problem, the range of the input data needs to be
limited.

In this paper, a novel model combining the ANN with
the SA is proposed. The ANN is employed to predict the
electromagnetic performance of the antenna and to construct
the cost function for the SA, while the SA is used to optimize
the antenna to achieve the required solution. Then, a broadband
patch antenna is designed to verify the feasibility of the model.
To expand the bandwidth of the antenna, some slots are added.
The sizes and positions of the slots have a great influence on
the bandwidth of the antenna, so they are set as the input of
the ANN, while the reflection coefficient of the antenna is the
output. After the ANN is trained, the SA is adopted to obtain
the suitable sizes and positions of the slots so that the antenna
can attain the higher bandwidth. The result shows that the
proposed model can achieve a broadband patch antenna with
a small number of data set which proves the effectiveness of
the model.

II. THEORIES OF THE ARTIFICIAL NEURAL NETWORK AND
THE SIMULATED ANNEALING

In this section, the ANN and the back propagation neural
network (BPNN) and the SA are introduced.
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Fig. 1. The structure of a three-layer BPNN.

A. Artificial Neural Network

The ANN [6-7] is a model that mimics the animal neural
networks. It can process information by adjusting the weights
and thresholds between layers and has the ability of self-
learning and self-adaptation. BPNN [8] is one of the most
widely used neural network models. It adopts a multi-layer
structure, including an input layer, multiple hidden layers and
an output layer while each layer is fully connected. Activation
function is used in each hidden layer node of the BPNN. The
BPNN has two main processes including forward propagation
of signals and back propagation of errors.

The structure of a three-layer BPNN is shown in Fig 1. The
process of using the input value to obtain the output value in
the network is called forward propagation. The calculation for
the forward propagation of the signal is as follows:

yk = 9° [wirg' (wiyzi — b)) — b;] (0

where z; is the input of the network and it is the structural
parameter of the antenna, ¢ represents the number of the
input neurons; yy is the output of the network which is the
electromagnetic parameter of the antenna, & represents the
number of the output neurons; j represents the number of
hidden neurons; g' is the activation function of the neural
network from the input layer to the hidden layer, while ¢° is
the activation function between the hidden layer and the output
layer; w! is the connection weight of the input layer and the
hidden layer of the neural network, while w? is the weight of
the hidden layer and the output layer; b' is the threshold of
the hidden layer, and b” is the threshold of the output layer.

The process in which the error is transmitted backwards
through the network is called back propagation of the error.
The back propagation process of error is shown in Fig 2. The
weights and thresholds of the back propagation process will
be updated constantly. The update equations can be expressed
as

Fig. 2. The back propagation process of error.

Aw?, = adly
ik kYk 3
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where « is the learning rate of the ANN, 532 is the error
between the hidden layer and the output layer, while §i
the error between the input layer and the hidden layer; Aw
and Ab1 represent the change of the weight and threshold
between the input layer and the hidden layer, while Aw ,, and
Ab? are the change of the weight and threshold between the
hldden layer and the output layer.

B. Simulated Annealing

The simulated annealing algorithm (SA) [9-10] is an opti-
mization algorithm that is based on the principle of annealing
of solids. The advantage includes to assist in finding the global
optimal solution in a relatively short time. This algorithm
can be applied to many optimization problems, and under the
premise of achieving better results, its calculation amount is
relatively small. Therefore, the SA is used in the proposed
model to optimize the antenna configurations.

III. PROPOSED MODEL

The proposed model uses a trained ANN to carry out the
simulation of the antenna. The trained ANN can also help
to construct the cost function for the SA, and then the SA
is employed to find the optimal solution of the antenna. The
working flow chart of the proposed model is shown in Fig 3.

The data set from HFSS is applied to train the ANN. The
geometrical parameters of the antenna are used as the input
variables while the performance of the antenna is the output
variable. The training set is employed to train the ANN while
the test set is used to evaluate the performance of the ANN.
The designed ANN consists of an input layer, three hidden
layers and an output layer. The number of neurons « in the
hidden layer is evaluated by

a=vatmtp )

where 7 is the number of neurons in the input layer, m is
the number of neurons in the output layer, and p is a random
number in the range of 1 to 10. The performance of the neural
network is evaluated by the mean square error which can be
computed by

S (i — )’

n

MSE (y,9') = &)

Awilj = 0“532‘ Zi @ where y is the expected output, v’ is the predicted output of
Abjl — 5?% the ANN, and n is the number of samples.
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Fig. 3. Flow chart of the proposed model.

TABLE I
DIMENSIONS OF THE ANTENNA

Parameter Ls Ws Lp Wp X R1
Value(mm) | 52 52 26 20.8 52 1.43
Parameter R2 | coax_rl | coax_r2 hi h2 h3
Value(mm) | 1.3 0.74 0.32 0.508 | 1.71 39

IV. ANTENNA DESIGN

In this section, a broadband patch antenna is designed to
verity the effectiveness of the proposed model. The antenna
includes 4 slots and its center frequency is considered as 10
GHz. It prints on the Rogers 4003 substrate and the thickness
is 0.508 mm. The geometry of the broadband patch antenna is
shown in Fig 4, and the dimensions of the antenna are given
in Table L.

Slots on the antenna can broaden the bandwidth. Changing
the sizes and positions of the slots could affect the bandwidth.
So in the training of the ANN, the sizes and positions of the
slots are the input while the return loss of the antenna is the
output. The length of the vertical slots L1 is set in the range
of Imm to 15mm, the length of the horizontal slots 1.2 is set
in the range of 0.5mm to Smm, and the ordinate of the slots Y
is set in the range of 2mm to 9mm. All possible combinations
of these three parameters are applied to create the data set.

The data set involves 125 sets of data among which 110
sets of data are the training set, and 15 sets of data are the
testing set. The input layer has 3 neurons and the output layer
has 41 neurons. According to (4), a is from 7 to 17. In the
proposed model, a is set as 15. The parameters of the ANN
are shown in the Table II.

The test result of the ANN is shown in Fig 5, only three
curves in the test set are drawn here for simplicity. It can
be seen that the error between the output value of the ANN

ws  Wp L, Ws

x coux 17,

Gows_r2

(a) ) (b)

bl

h3

(©)

Fig. 4. Geometry of the microstrip patch antenna.(a) Top view. (b) Bottom
view. (c) Front view.

TABLE 11
PARAMETERS OF THE ANN

Neural Network Parameters Value
Number of Input Layer Neurons 3
Number of Output Layer Neurons 41
Number of Hidden Layer Neurons 15

Number of Hidden Layers 3
Error Goal 10—
The Learning Rate 0.001
Number of Epochs 3000

and the value of the testing set is quiet small. Therefore,
the ANN can predict the broadband patch antenna effectively
and accurately, which can replace the long and complicated
electromagnetic simulation process of the full-wave simulation
software.

Next, the SA is applied to find the larger bandwidth of the
antenna in which the cost function is constructed by the trained
ANN. The final value of the L1 is 14.7mm, L.2 is 0.6mm and
Y is 7.3mm, respectively. The optimal solution is entered into
the HFSS whose result is compared with the SA, as shown in
Fig 6.

The impedance bandwidth of the proposed model is from
9.05 GHz to 10.95 GHz and reaches a 19.0% of the relative
bandwidth, while the result of the HFSS is from 9.20 GHz to
10.95 GHz and achieves a 17.4% of the relative bandwidth.
The bandwidth of the HFSS is slightly narrower than the
bandwidth of the proposed model. It can be seen that the
result of the proposed model agrees well with the result of the
HFSS. Finally, the radiation patterns at different frequencies
of the antenna are given in Fig 7.

V. CONCLUSION

A novel model of the antenna design combining the ANN
with the SA is proposed in this paper. The ANN is used
to predict the performance of the antenna while the SA is
applied to optimize the antenna to obtain the target value. The
cost function of the SA is constructed by the trained ANN.
A broadband patch antenna with slots is designed to verify
the feasibility and effectiveness of the proposed model. The
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Fig. 5. Test result of the ANN.
Fig. 7. The radiation patterns of the antenna. (a) Radiation pattern at 9.4
GHz. (b) Radiation pattern at 10 GHz. (¢) Radiation pattern at 10.3 GHz. (d)
Radiation pattern at 10.8 GHz.
0 T T T T T T
Predictive Value of the proposed model
r 9 ==«=4-== alue of HFSS e L
3 ] REFERENCES
A0k 1 [1] J. S. Smith and M. E. Baginski, “Thin-Wire Antenna Design Using a
Novel Branching Scheme and Genetic Algorithm Optimization,” I[EEE
Transactions on Antennas and Propagation, vol. 67, no. 5, pp. 2934-
%‘ Asp 1 2941, May 2019.
= [2] X.Jia and G. Lu, “A Hybrid Taguchi Binary Particle Swarm Optimiza-
® o0 ] tion for Antenna Designs,” IEEE Antennas and Wireless Propagation
Letters, vol. 18, no. 8, pp. 1581-1585, Aug. 2019.
[3] Y. Sharma, H. H. Zhang and H. Xin, “Machine Learning Techniques
25 1 for Optimizing Design of Double T-Shaped Monopole Antenna,” I[EEE
Transactions on Antennas and Propagation, vol. 68, no. 7, pp. 5658-
30+ - 5663, July 2020.
5 [4] L. Xiao, W. Shao, X. Ding, Q. H. Liu and W. T. Joines, “Multigrade
‘ . . ‘ ’ K ‘ Artificial Neural Network for the Design of Finite Periodic Arrays,”
-358 8.5 9 95 10 105 1 115 12 IEEE Transactions on Antennas and Propagation, vol. 67, no. 5, pp.
Frequency(GHz) 3109-3116, May 2019.

Fig. 6. Results of the proposed model and HFSS.

sizes and positions of the slots are the input of the ANN while
the reflection coefficient of the antenna is the output. Finally,
the antenna achieves a large bandwidth by using this model.
The relative bandwidth of the antenna using the proposed
model reaches 19.0% which proves that the proposed model

[5]

[6]

(71

L. -Y. Xiao, W. Shao, F. -L. Jin, B. -Z. Wang and Q. H. Liu, “Inverse
Artificial Neural Network for Multi-Objective Antenna Design,” IEEE
Transactions on Antennas and Propagation, early access, 2021.

S. K. Goudos, G. V. Tsoulos, G. Athanasiadou, M. C. Batistatos,
D. Zarbouti and K. E. Psannis, “Artificial Neural Network Optimal
Modeling and Optimization of UAV Measurements for Mobile Com-
munications Using the L-SHADE Algorithm,” [EEE Transactions on
Antennas and Propagation, vol. 67, no. 6, pp. 4022-4031, June 2019.
A. L Sandhu, S. A. Shaukat, A. Desmal and H. Bagci, “ANN-Assisted
CoSaMP Algorithm for Linear Electromagnetic Imaging of Spatially
Sparse Domains,” IEEE Transactions on Antennas and Propagation, vol.
69, no. 9, pp. 6093-6098, Sept. 2021.

is feasible. [8] L. Wang, Z.-C. Liang, Y. Pu and X. Xi, “Method for Loran-C Additional
Secondary Factor Correction Based on Neural Network and Transfer
Learning,” [EEE Antennas and Wireless Propagation Letters, early
access, 2021.
ACKNOWLEDGMENTS [9] S.Lee and S. B. Kim, “Parallel Simulated Annealing with a Greedy Al-
. ) ) ) gorithm for Bayesian Network Structure Learning,” IEEE Transactions
This work is supported in part by the WNational on Knowledge and Data Engineering, vol. 32, no. 6, pp. 1157-1166, 1
Natural Science Foundation of China (NSFC) under (o] gln% 20}121?' 4 M. A. Novowy, “Comparison of D-Wave Quant
. Koshka an . A. Novotny, “Comparison of D-Wave Quantum
Grants No. 62191341’ No. 62071306, NO.' 61801299, No. Annealing and Classical Simulated Annealing for Local Minima De-
62171289, and in part by Shenzhen Science and Tech- termination,” IEEE Journal on Selected Areas in Information Theory,
nology Program under Grants JCYJ20200109113601723 vl 1:ne %, pp; 815-323; Jes BUEG
and JSGG20210420091805014, as well as in part by
University Stable Support Program of Shenzhen under
Grant20200810131855001.
122

Authorized licensed use limited to: SHENZHEN UNIVERSITY. Downloaded on February 11,2022 at 14:53:17 UTC from IEEE Xplore. Restrictions apply.



